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Recent developments in molecular dynamics (MD) and Monte Carlo (MC) methods enable us to 
fruitfully investigate transformations in solids by employing appropriate potentials. The possibility of 
varying both the volume and the shape of the simulation cell in these simulation techniques is espe- 
cially noteworthy. In this article we briefly describe some of the highlights of the recent MD and MC 
methods and show how they are useful in the study of transitions in monatomic solids, ionic solids, 
molecular solids (especially orientationally disordered solids), and glasses. The availability of reliable 
pair potentials will undoubtedly make these methods more and more useful for studying various 
aspects of condensed matter in the years to come. 0 1987 Academic Press, Inc. 

1. Introduction 

Computer simulation is being used in- 
creasingly in diverse areas of science in 
the past few years. It has also emerged to 
become one of the powerful means for in- 
vestigating condensed matter (I ). The prin- 
cipal tools employed in computer simula- 
tion are the Monte Carlo and the molecular 
dynamics methods. In these methods, 
properties of a collection of particles, usu- 
ally between 30 and 1000 in number, inter- 
acting via a potential $(Y) are obtained nu- 
merically. Reliable estimates of equilibrium 
and transport properties as well as micro- 
scopic properties can be obtained from 
such calculations. 

In the Monte Carlo method, one per- 
forms stochastic averaging in the configura- 
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tion space by means of the Metropolis im- 
portance sampling scheme (2). Monte 
Carlo calculations are generally performed 
in the canonical ensemble, the isothermal 
isobaric ensemble, or the grand canonical 
ensemble. In the canonical or the NVT en- 
semble calculations, the number of parti- 
cles, N, the volume of the simulation cell, 
V, and the temperature, T, are constant 
during the course of the simulation. In iso- 
thermal isobaric or the NPT ensemble cal- 
culations, the number of particles, the pres- 
sure, P, and the temperature, T, are held 
constant. In the molecular dynamics 
method, Newton’s equations of motion are 
solved numerically (3). The energy, E, of 
the system is conserved over the generated 
trajectory and the average of any property 
over this trajectory corresponds to the av- 
erage in the microcanonical or the NVE en- 
semble . 

There have been some significant ad- 
vances in the methods of Monte Carlo and 
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molecular dynamics in the last few years. 
The pioneering contribution of Andersen 
(4), provides a method for performing mo- 
lecular dynamics calculations at constant 
pressure or constant temperature. The 
method enables the generation of trajecto- 
ries corresponding to the isoenthalpic iso- 
baric and isothermal isobaric ensembles. 
This is made possible by coupling the tem- 
perature and the pressure of the system to 
those of a bath. Another significant devel- 
opment is due to Parrinello and Rahman 
(5), who allowed for variation not only in 
the volume but also in the shape of the sim- 
ulation cell in constant-pressure calcula- 
tions. The modified molecular dynamics 
methods have been suitably employed by 
Nose and Klein (6) for the study of poly- 
atomic molecules. The Monte Carlo 
method has been modified by Yashonath 
and Rao (7) to include the variation in the 
shape of the simulation cell. These develop- 
ments have rendered the molecular dy- 
namics and the Monte Carlo methods most 
useful for the investigation of a variety of 
phenomena exhibited by condensed matter. 
The methods are important because they 
can be employed not only for the study of 
stable phases but also to examine systems 
undergoing transformations. The methods 
are therefore ideally suited to investigate 
microscopic as well as macroscopic 
changes accompanying phase transitions in 
solids. 

In this article, we shall discuss studies of 
phase changes in solids carried out by the 
application of the generalized Monte Carlo 
and the molecular dynamics methods. This 
topic is of particular significance because of 
the recent modifications of the method to 
include both variation in size and shape of 
the simulation cell. What is especially grati- 
fying is that we are now able to make mean- 
ingful predictions of phase transitions in 
real solids by employing reliable pair poten- 
tials. Besides phase transitions of molecu- 
lar solids, we shall examine phase transi- 

tions in monatomic and ionic crystals. 
Some of the molecular systems discussed 
are CC&, CF4, and adamantane. We shall 
present recent results on the glass transi- 
tion obtained by the two methods, a note- 
worthy feature being the simulation of a 
real molecular glass formed by isopentane 
interacting via a realistic potential. The 
simulation study on isopentane glass has 
thrown some light on the structure of the 
glassy state. Andersen’s cooling experi- 
ments on a Lennard-Jones fluid are also sig- 
nificant in this regard. We shall also indi- 
cate in the article the scope for further 
investigations of solids by computer simu- 
lation. Before discussing the various types 
of phase transitions of solids, we shall 
briefly review the recent developments in 
the Monte Carlo and molecular dynamics 
methods. 

2. Recent Developments in Molecular 
Dynamics and Monte Carlo Methods 

There are many excellent reviews on the 
standard molecular dynamics method deal- 
ing with calculations in the microcanonical 
ensemble as well as on the Monte Carlo 
method involving calculations in the canon- 
ical, isothermal isobaric, and grand canoni- 
cal ensemble (8). In the present article, we 
shall limit ourselves exclusively to those 
developments that have taken place since 
the work of Andersen (4). In the molecular 
dynamics method, the developments are 
the constant-pressure, constant-tempera- 
ture, constant-temperature-constant-pres- 
sure, variable shape simulation cell MD, 
and isostress calculations; in the Monte 
Carlo method, it is the variable shape simu- 
lation cell calculation. 

2.1. Molecular Dynamics Methods 

Constant-pressure calculations. In the 
traditional molecular dynamics calcula- 
tions, the equations of motion for the coor- 
dinates rl , r2, . . . , rN of the N particles 
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confined to a cell of fixed volume V are 
solved numerically. This corresponds to 
constant volume and constant energy or the 
microcanonical ensemble. In the constant- 
pressure calculations, the volume is consid- 
ered to be a dynamical variable in addition 
to these (4). The well-defined lagrangian 

+ ; Mti2 - PU, (1) 

first utilized by Haile and Graben (9), is em- 
ployed for the purpose. Here, mi is the 
mass of the ith atom and the particle-parti- 
cle interaction potential is denoted by 4(v). 
The scaled coordinate si of the ith particle 
and ri are related by 

s = U”3r (2) 

If U is taken to be the volume V of the cell, 
the last two terms represent respectively 
the kinetic and the potential energies asso- 
ciated with motion of the simulation wall 
whose mass is M. The parameter P is the 
uniform hydrostatic external pressure act- 
ing on the simulation cell wall. 

The lagrangian equations of motion 

(3) 

where x is a coordinate, are solved numeri- 
cally to obtain the particle coordinate and 
momenta as a function of time t. 

Andersen (4) has shown that the average 
of any function, F, over the trajectory thus 
generated is equal to the ensemble average 
for the isoenthalpic isobaric ensemble, i.e., 

f = S;(N, P, H). (4) 

The enthalpy H is conserved over this tra- 
jectory and the external pressure corre- 
sponds to the value of P. 

The value for the quantity M is chosen to 
approximately equal U1’3 divided by the 
speed of sound in the system being simu- 

lated. Equilibrium properties of the system 
are independent of M and dynamical prop- 
erties are dependent on M through the time 
scale of the volume fluctuations, the vol- 
ume changes depending on the imbalance 
between the internal and the external pres- 
sure. The effect of M on single-particle dy- 
namical properties seems to be small as in- 
dicated by the.work of Nose and Klein (6). 

Constant-temperature calculations. An- 
dersen (4) also proposed a constant-tem- 
perature method in which the energy fluctu- 
ates during the simulation. The lagrangian 
in this method is the same as that in the 
standard MD method. However, it differs 
from the standard MD method in that the 
particles undergo random stochastic colli- 
sions. The collisions are considered to be 
instantaneous and bring about a change in 
the momentum of the atom. The number of 
collisions and outcome of the collisions is 
determined by V, the mean rate at which 
each particle suffers a collision and T the 
required temperature at which the simula- 
tion is to be performed. Particles are cho- 
sen randomly and a new value of momen- 
tum is assigned while the momentum and 
coordinate of all the other particles are un- 
altered. The new value for the momentum 
of the particle undergoing collision is cho- 
sen at random from the Boltzmann distribu- 
tion corresponding to the temperature T of 
the simulation. The average of any property 
calculated from this trajectory equals the 
canonical ensemble average of that prop- 
erty for the specified values of (T, V, N) 
provided the Markov chain generated is ir- 
reducible (4). At low temperature and high 
densities, the Markov chain may not satisfy 
the irreducibility condition as in the tradi- 
tional MD and MC techniques. 

Equilibrium properties are independent 
of the value of V, but the dynamical proper- 
ties are not the same for two different val- 
ues of V. It is necessary to choose the value 
of v within a small range (10). If the value is 
too high, the diffusion coefficient de- 
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creases, and if it is too small, large fluctua- 
tions occur in the kinetic energy and hence 
the temperature of the system. An appro- 
priate choice for v would be that resulting in 
a time for the decay of energy fluctuations 
approximately equal to that expected for a 
small volume of liquid in a large volume. 
Andersen (4) has discussed the method to 
estimate the optimum value of V. 

Nose (II) has described another alterna- 
tive formulation for performing calculations 
under constant-temperature conditions 
wherein an additional degree of freedom is 
introduced to permit energy fluctuations. 
The lagrangian for this system is given by 

+ f i2 - (f + l)kT0 In g, (5) 

where the last two terms give the kinetic 
and potential energies associated with g, To 
is the temperature at which simulation is 
carried out, and f is the number of degrees 
of freedom associated with N atoms. The 
velocities are scaled (II) as 

Vi = gri, (6) 

where vi is the real velocity.of particle i. 
The physical system and the scaled sys- 

tem are related by Eq. (6). The scaling of 
velocities permits the exchange of heat be- 
tween the simulated and the external heat 
reservoir. The equations of motion for the 
N atoms and the scaling factor g are solved 
numerically and averages calculated from 
the trajectory. The special choice (f + 1) 
kTO In g for the potential energy associated 
with g guarantees that the averages of equi- 
librium quantities calculated from the MD 
trajectory are the same as those in the ca- 
nonical ensemble. 

While Andersen’s method for the con- 
stant-temperature calculation introduces 
energy fluctuations in the simulated system 
stochastically, Nose’s method achieves the 

same goal by the introduction of an addi- 
tional degree of freedom; the scaling of ve- 
locities by a factor g can be interpreted as 
the scaling of time. This is similar to the 
scaling of coordinates in the constant-pres- 
sure method. The real time step At’ is given 
by 

At’ = Atlg. (7) 

Thus, the real time steps, At’, are unequal 
in Nose’s formulation. As in constant-pres- 
sure calculations, the value of Q, in units of 
energy (time)2, determines the dynamical 
quantities, although the equilibrium quanti- 
ties are independent of the value of Q. The 
procedure for the selection of the optimum 
value for Q has been discussed by Nose 
(II). It is believed that single-particle dy- 
namics are less sensitive to the value of Q. 

In the formulation of Nose, the total 
hamiltonian, the total momentum, and total 
angular momentum are conserved. The 
conserved quantities help to monitor the 
precision of the calculation and also pro- 
vide a powerful criterion to check for the 
correctness of the program. 

Other methods for performing constant- 
temperature molecular dynamics calcula- 
tions have been proposed recently. Evans 
(12) has introduced an external damping 
force in addition to the usual intermolecular 
force in order to keep the temperature con- 
stant in the simulation of a dissipative fluid 
flow. In another method, Haile and Gupta 
(13) have imposed the constraint of con- 
stant kinetic energy on the lagrangian equa- 
tions of motion to perform calculations at 
constant temperature. 

Constant-temperature-constant-pres- 
sure calculations. The trajectory for the at- 
oms and volume are generated according to 
the solution of the equations of motion for 
the lagrangian (1) discussed earlier in con- 
nection with constant-pressure calcula- 
tions. In addition, stochastic collisions are 
introduced to allow for fluctuations in en- 
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thalpy (4). The new momentum is sampled N 1 dc$(r..) 
randomly from the Boltzmann distribution 

f&=m;‘C-2 
i+j rij drij 

(Si - Sj) - G-‘G&, 

exp(-mi . m$?.miV2’3kT), (8) 
i,j= 1,2.. .N 

i = W-‘(7T - P)a, (10) 
where n; is the momentum conjugate to si. 
The average over this trajectory obtained 

where Uij = aV/ahij. The internal stress ten- 

thus equals the ensemble average of the 
sor rr is given by 

property in the isothermal isobaric ensem- 
ble. 

V* = T mivivi + C -L w 
i<j rij drij 

Another MD formulation for constant- 
temperature and -pressure calculations 

(a - rj)(ri - rj). (11) 

based on the constant temperature formula- the vector vi being h&. The imbalance be- 
tion of Nose (II) has been described re- tween the internal stress n and the external 
cently. The stochastic collisions which per- pressure P acting on the cell wall given by 
mit energetic fluctuations has been replaced u determines the motion of the cell h. This 
by the dynamic method of scaling of veloci- method has been appropriately modified for 
ties of the atoms, in addition to the scaling calculations on molecular systems by Nose 
of velocities by V 1’3. The method, which is and Klein (6). 
completely dynamical, requires one to Andersen’s formulation is useful in the 
choose appropriate values for Q and M study of fluid-solid transitions where the 
which respectively determine the time scale change in volume is significant. The gener- 
of the temperature and volume fluctuations. alization of Parrinello and Rahman which 

Parrinello-Rahman method. The con- allows variations in both the volume and 
stant pressure MD formulation of Andersen the shape of the simulation cell is most 
(4) provides a method for permitting the suited for the study of phase transforma- 
variation in the volume of the simulation tions in solids. In the case where only the 
cell. Parrinello and Rahman (5, 24, 15) gen- volume is allowed to change, the periodic 
eralized Andersen’s method to include vari- boundary conditions do not permit the solid 
ations in the volume as well as the shape of to undergo structural transformations in- 
the simulation cell. In the Parrinello- volving a change in crystal symmetry. The 
Rahman formulation, the simulation cell is variable shape MD method has been modi- 
represented by three vectors, a, b, and c. fied to include external stress rather than 
The lagrangian is given by uniform hydrostatic pressure (16). A gener- 

alization to the isothermal isotension en- 

a = i 5 mii;Gsi - C +(rij) 

semble calculation giving a somewhat dif- 

i<j 
ferent interpretation of the additional 

I 

+ ;M Tr(b’b) - PV, 
degree of freedom introduced in the con- 

(9) stant-temperature and -pressure formula- 
tion of Nose has been discussed recently by 
Ray and Rahman (17). 

where the simulation cell is represented by 
h = {a, b, Z} and the scaled coordinates by si 2.2. Modified Monte Carlo Method 

= h-‘ri. The metric tensor G = h’h. The traditional MC method in the iso- 
The external hydrostatic pressure on the thermal isobaric ensemble has been modi- 

system is denoted by P. The equations of fied to include variations in size as well as 
motion are the shape of the simulation cell (7). The 
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average of any quantity, F, in the usual iso- 
thermal isobaric calculation is given by 

F(rN, V> 

-1 I r dV v drNflrN,V) exp[ -/3Q(rN)] 

i I r dV ’ 
(12) 

v drN exp[-/3@(rN)] 

whereri, r2, . . . , rN are the coordinates 
of the N atoms and are represented by rN, 
/3 = UkT, and G3 is the total potential en- 
ergy. The simulation cell is a cube with 
edge length L = V lj3. In order to allow both 
the size and shape of the cell to vary during 
the simulation, the cell is defined as in the 
Parrinello-Rahman MD method by the 
three vectors a, b, c (7). The matrix h = {Ii, 
b, C} represents the cell. For purposes of 
integration, the scaled coordinates ai = hri 
are employed rather than ri, where the 
components of ai vary between 0 and 1. 
The average of any quantity fin the modi- 
fied isothermal isobaric ensemble is given 
by 

f(bP, h) = ew(-P@Od”‘, WI 

I J‘ om dh h d[halN 

eM-PWWN, W 
(13) 

A trial move is made by displacing the par- 
ticle and also the cell edge: 

Cl!i * Ct!i 2 EpR 

ai -9 ai 2~ EcA, 
(14) 

where ep and E, are random numbers be- 
tween 0 and 1 and R and A specify respec- 
tively the maximum particle and cell dis- 
placements. 

It is noteworthy that Monte Carlo simula- 
tions involve simpler coding than molecular 
dynamics simulations. The Monte Carlo 
method therefore provides a convenient 
alternative to the molecular dynamics 

method if one is not interested in the dy- 
namics of the system. In recent years many 
workers have felt the need for employing 
more complicated intermolecular potentials 
in order to predict accurately the properties 
of matter, especially those in the solid 
state. In such situations, the MC method is 
to be preferred as it is easier to code pro- 
grams which incorporate complicated inter- 
molecular potentials. Another advantage of 
the MC method is the ease with which the 
number of degrees of freedom can be al- 
tered in any calculation. 

The above method is easily extended to 
perform calculations in isostress isothermal 
ensemble employing an isotropic stress ten- 
sor in place of a uniform hydrostatic pres- 
sure (18). The extension of the MC method 
to the case of polyatomic systems is 
straightforward (19). In the case of molecu- 
lar systems, however, there are instances 
where the simulation cell rotates as a whole 
in space. For example, in the simulation of 
the low-temperature, high-pressure phase 
of carbon tetrachloride carried out by us, 
the simulation cell rotated in space (19). 
The variation of the magnitudes of a, b, and 
c and angles (Y, /3, and y of the simulation 
cell, as well as the variation of the cell com- 
ponents, is shown in Fig. 1. It is apparent 
from the figure that while the cell compo- 
nents change continuously during the 
course of a run, the magnitudes and angles 
of the vectors fluctuate around their aver- 
age values. Similar rotation has been ob- 
served in a molecular dynamics study of the 
high-pressure phase of nitrogen by Nose 
and Klein (6). Only six degrees of freedom 
are required (a, b, c, a, p, and 7) to define 
the cell. The rotation is a consequence of 
the three extra degrees of freedom associ- 
ated with the simulation cell. The cell can 
be prevented from rotating by imposing a 
restriction on the cell so as to allow six de- 
grees of freedom to be varied (19). Nose 
and Klein (6) have proposed a method 
wherein the system is rotated to keep the 
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FIG. 1. Variation of the cell components c, and a,, 
the cell edges a, b, and c, and angles LY, /3, and y  during 
the first 2500 MC moves in the simulation of carbon 
tetrachloride, indicating the rotation of the cell. Angles 
are in degrees and the lengths in A. (From Yashonath 
and Rao (19).) 
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growth of the antisymmetric component to 
zero after each step. While both methods 
can be used in the simulation of polyatomic 
systems, the former has the advantage that 
it is simpler to implement and also requires 
significantly less computer time. 

2.3. General Remarks Regarding the MD 
and MC Methods 

The MC and MD methods permitting the 
variation of the shape of the cell are best 
suited for the study of phase transitions in 
solids. These methods have been used to 
study phase transitions of a few solids in 
the last few years. Among these are mon- 
atomic solids such as rare gas solids, ionic 
solids, and molecular solids. There are, 
however, some inherent limitations in these 
methods. While certain transitions are 
readily investigated by these methods, 
others are more difficult. The b.c.c. to 
f.c.c. transformation of monatomic solids is 
an example of a transition that is readily 
observed (5, 7) (see Figs. 2 and 3). This 
transition has been observed as a function 

FIG. 2. Variation of the ratio (a + b)/2c and cos fjab (left), where Oab is the angle between the cell 
edges a and b, and the r.d.f.‘s at various times (right) from the MD study of Parrinello and Rahman (5), 
showing the transition from f.c.c. to b.c.c. and from b.c.c. to f.c.c. due to a change of interaction 
potential between the particles. 
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FIG. 3. Pair correlation functions as functions of re- 

duced distance Y*. The b.c.c. arrangement transforms 
to f.c.c. at 220 MC moves when the Lennard-Jones 
potential is employed. If  at this stage the interaction is 
changed to cesium potential, there is a change back to 
the b.c.c. at 4.50 MC moves. (From Yashonath and 
Rao (7).) 

of pressure in helium and also on changing 
the interaction potential from that for ce- 
sium or rubidium to the Lennard-Jones po- 
tential. The transition from h.c.p. to f.c.c. 
is an example of a difficult transition. This 
transition requires a modification at the 
fourth shell of neighbors and both MD and 
MC calculations have failed to simulate the 
transformation (20,21). There are also limi- 
tations imposed by the use of periodic 
boundary conditions and finite size effects 
(22). 

In spite of the aforementioned limita- 
tions, the MD and MC methods can be 
most profitably employed in the investiga- 

tions of a variety of systems. These meth- 
ods provide fairly good approximations to 
average properties even when a relatively 
small number of particles (30 to 1000) are 
employed and are computationally quite ec- 
onomical. This is in contrast to the alterna- 
tive method described in the literature (22, 
23) which requires expensive hardware, 
considerable memory, and computer time, 
as it requires a much larger number of parti- 
cles for the same accuracy. This method, 
however, has the advantage of being rela- 
tively free from effects due to finite size and 
periodic boundary conditions. 

Calculations carried out by us (7) by the 
MC method where only the nine degrees of 
freedom were permitted and no particle 
displacements were allowed could suc- 
cessfully reproduce the f.c.c. to b.c.c. 
transition (Fig. 3). These and other consid- 
erations suggest that the MC method is to 
be preferred to the MD when only the equi- 
librium properties are of interest. For ex- 
ample, if one is interested in the determina- 
tion of a phase diagram, the MC method 
would be more appropriate than the MD 
method. The MD method is preferable for 
obtaining dynamic properties even though 
it is not clear how one can obtain the exact 
dynamical behavior (4, 6). The technical 
details and aspects of programming for the 
MD and the MC methods are available (6, 
22) and we shall not discuss them here. 

3. Applications of MD and MC Methods 
to the Study of Transformations in 
Crystals 

3.1. Monatomic Solids 

Parrinello and Rahman (5) in their MD 
study investigated the relation between 
structure and interaction potential by em- 
ploying two different potentials. The (6-12) 
Lennard-Jones potential which predicts the 
f.c.c. arrangement as the stable structure 
and the rubidium potential which has the 
stable b.c.c. structure were employed for 
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the purpose. Starting with a f.c.c. struc- 
ture, they found that the solid transformed 
to a b.c.c. structure on changing the parti- 
cle interaction from the Lennard-Jones to 
the rubidium potential. The radial distribu- 
tion functions (r.d.f.‘s) show distinct peaks 
corresponding to a b.c.c. structure within a 
few hundred MD steps of imposing the ru- 
bidium potential (see Fig. 2). The cubic cell 
edges transformed into a rectangular paral- 
lelopiped by a decrease in the cell edge, 2. 
The particle interaction was then changed 
back to the Lennard-Jones. It was found 
that the system transformed back to the 
f.c.c. arrangement within a few hundred 
MD steps. This calculation illustrates the 
usefulness of the Parrinello-Rahman 
method for studies involving the structure- 
potential relationships. We have carried out 
an isobaric isothermal calculation employ- 
ing a variable shape MC cell (7) and the 
results are indeed similar (Fig. 3). 

Najafbadi and Yip (28) have investigated 
the stress-strain relationship in iron under 
uniaxial loading by means of a MC simula- 
tion in the isostress isothermal ensemble. 
At finite temperatures, a reversible b.c.c. to 
f.c.c. transformation occurs with hystere- 
sis. They found that the transformation 
takes place by the Bain mechanism and is 
accompanied by sudden and uniform 
changes in local strain. The critical values 
of stress required to transform from the 
b.c.c. to the f.c.c. structure or vice versa 
are lower than those obtained from static 
calculations. Parrinello and Rahman (14) 
investigated the behavior of a single crystal 
of Ni under uniform uniaxial compressive 
and tensile loads and found that for uniaxial 
tensile loads less than a critical value, the 
f.c.c. Ni crystal expanded along the axis of 
stress reversibly. 

3.2. Silver Iodide 

Structural transformation in the supe- 
rionic conductor silver iodide has been 
investigated by employing the modified 

molecular dynamics method in the con- 
stant-enthalpy-constant-pressure ensem- 
ble (24). A potential derived by considering 
the properties of both the /3 and the supe- 
rionic (Y phases was employed for the pur- 
pose. The calculated structure, diffusion 
coefficient, etc., for a-AgI at 700 K were in 
agreement with the experiment (25). On 
cooling from 700 to 3.50 K, the b.c.c. lattice 
of iodine transformed to the close-packed 
h.c.p. structure accompanied by a marked 
decrease in DAM, * the transformation was re- 
versible on heating. Structural and dynami- 
cal properties as well as the transition tem- 
perature for the c+ transformation ob- 
tained from the MD study were in good 
agreement with experiment. 

3.3. Molecular Crystals 

Nitrogen. Nose and Klein (26) carried 
out a MD simulation of the various phases 
of nitrogen using a simple Lennard-Jones 
6-12 potential with E = 37.3 K, 6 = 3.31 A. 
Starting with the high-pressure room-tem- 
perature structure (Pm3n), results have 
been reported for T = 300 K and at lower 
temperatures and a presence of 70 kbar. 
The cell was allowed to vary in size as well 
as shape. Molecules in the Td sites perform 
free rotation while the remaining three- 
quarters in DZd sites rotate within a plane. 
Below 230 K, molecules in the DZd sites 
align themselves parallel to the direction of 
the unit cell vectors while those in the Td 
sites rotate almost freely. This phase has 
cubic symmetry (R3c) in which all the mol- 
ecules are aligned along the same direction. 
The transitions were reversible. 

Carbon tetrajfuoride. Carbon tetra- 
fluoride, which undergoes a transition to a 
plastically crystalline (orientationally disor- 
dered) phase, has been investigated by the 
Parrinello-Rahman molecular dynamics 
method under constant-pressure conditions 
(6). A simple intermolecular potential 
model of the Lennard-Jones form was de- 
rived by taking into account the experimen- 
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FIG. 4. (a) The velocity autocorrelation function and its power spectrum and (b) the angular velocity 
autocorrelation function and the power spectrum for different phases of CF4. (From Nest and Klein 
(0) 

tal molar volume and lattice energy. Calcu- 
lations were carried out at 50.5 K and 1.2 
kbar employing this potential with the start- 
ing arrangement of the ordered monoclinic 
phase II (C2/c) with a = 8.43, b = 4.32, c = 
8.48 A, /3 = 120.7”; calculations were also 
performed at higher temperatures and pres- 
sures. The calculated volume, lattice en- 
ergy, and the r.d.f.‘s of phase II were in 
agreement with experiment (27). On in- 
creasing the temperature, the system 
showed considerable increase in the molar 
volume around 75 K and the features in the 
radial distribution function became broad, 
suggesting increased molecular motion; the 
molecules in the lattice were orientationally 
disordered. The calculated change in en- 
thalpy and molar volume were found to be 
in good accord with experiment (28). Prop- 
erties of liquid carbon tetrafluoride have 
also been reported. Properties of solid car- 
bon tetrafluoride have been studied by the 
MC method and found to be in agreement 
with the above results. 

Time-dependent quantities have been ex- 
amined (6) for the orientationally ordered 

and disordered phases as well as the liquid 
phases of CFQ. Power spectra for the trans- 
lational and librational motions are re- 
ported (see Fig. 4). The peaks appear in the 
same region of frequency, suggesting 
strong translation-rotation coupling. The 
far-infrared spectrum in the ordered solid 
(29) has three peaks at 51,57, and 66 cm-l. 
On the basis of the significant intensity and 
temperature dependence of the 51-cm-i 
band, it has been assigned to the 43-cm-i 
band of the calculated Z(o) and C(o). This 
is a good illustration of the application of 
the Parrinello-Rahman MD method for the 
study of a crystal to plastic crystal transi- 
tion. The study also shows how a simple 
potential can account for many of the prop- 
erties exhibited by the solid. The dynamical 
properties seem to require a rather accurate 
description of intermolecular interactions. 
Constant-pressure and constant-volume 
calculations on carbon tetrafluoride (6) 
demonstrate that the single-particle dynam- 
ical properties are not very sensitive to the 
choice of the mass of the wall. 

Bicy&[2.2.2]octane. At low tempera- 
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FIG. 5. A view of the bicyclo[2.2.2]octane down the trigonal axis (a) at 50 K for the S-site model, (b) 
at 50 K for the 22-site model, (c) at room temperature for the g-site model, and (d) at room temperature 
for the 22-site model. (From Neusy et al. (32).) 

tures, bicyclo[2.2.2]octane exists as a trigo- 
nal phase with the individual molecular C3 
symmetry axes parallel to the crystal [ 1111 
directions. At 164.35 K, the ordered crys- 
talline phase transforms to a cubic, orienta- 
tionally disordered phase in which the 
quasi-spherical molecules exhibit increased 
molecular reorientation (30, 31). This or- 
der-disorder phase transition has been in- 
vestigated by Neusy et al. (32) by means of 
constant-pressure MD employing two dif- 
ferent potential models. In the first poten- 
tial model of the Lennard-Jones form given 
by Jorgensen (33), each CH2 or CH group is 
represented by a single interaction site and 
hence there are only eight interaction sites 
per molecule. In the model given by Wil- 
liams (34), which is of the 6-exp form, each 
atom is represented by an interaction site 
that is placed on each atom. 

Calculations carried out at 50 and 137.5 
K on the ordered phase with an initial ar- 
rangement corresponding to the experimen- 
tal structure (a = 6.4, c = 15.1 A) resulted 
in a slightly elongated unique axis (35). The 
calculated c/a ratio was 2.6 for both the 8- 

site and the 22-site model as compared to 
the experimental value of 2.3. The molar 
volume determined from the 22-site model 
was in better agreement with experiment 
although the calculated molar volume was 
about 5% higher than the experimental 
value for the 8-site model. On heating to 
room temperature, the molecules oriented 
themselves almost randomly with a prefer- 
ence for the [ 11 l] crystallographic direction 
(Fig. 5). The ordered trigonal crystal was 
found to transform to the disordered cubic 
phase at about 170 K, in good agreement 
with experimentally determined transition 
temperature (164.25 K). 

Power spectra of the autocorrelation 
functions of the linear and angular veloci- 
ties parallel and perpendicular to the C3 
symmetrical axes have also been examined 
by Neusy et al. (32). In the rotator phase, 
there is good agreement with the Raman 
data (36). The calculated characteristic 
time (TV) for reorientation of the C3 axes 
from one [ 11 l] direction to another and also 
the reorientation time (73) for rotation of 
molecules around the C3 axes were similar 
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FIG. 6. Radial distribution functions C-C, C-Cl, 
and Cl-Cl in CC4 at 280, 380, and 430 K and 1.0 GPa 
pressure showing the changes from an ordered to an 
orientationally ordered phase. Inset shows a plot of 
cos 0 against temperature. Here 0 is the smallest angle 
between the (Z + C) direction and the four Cl-Cl 
bonds. The dashed line is drawn to guide the eye. 
(From Yashonath and Rao (19).) 

for both potential models. These results in- 
dicate that transferable intermolecular po- 
tential functions provide a reasonably good 
model for solids. Experimentally, from in- 
coherent neutron scattering studies it is 
found that r4 is much slower than r3. It ap- 
pears from these results that while simple 
potentials can provide a reasonable picture 
of the phase transitions, they cannot make 
detailed predictions especially with regard 
to the dynamics of the system. 

Carbon tetrachloride. Carbon tetrachlo- 
ride exists in at least five phases, Ia, Ib, II, 
III, and IV, of which two phases, Ia and Ib, 
are orientationally disordered (37); phases 
III and IV exist only at high pressures. We 
have carried out an investigation (19) of the 
transition from the high-pressure ordered 
phase III to an orientationally disordered 

phase by employing the generalized vari- 
able shape MC method in the isothermal 
isobaric ensemble. A simple Lennard-Jones 
potential used by McDonald et al. (38) in 
the simulation of liquid and solid phases 
with 6cc = 4.6 A, sCC = 51.2 K, 6cta = 3.5 0 
A, and ecicl= 102.4 K was employed in our 
calculations. Starting with the experimental 
structure (39) of phase III of Ccl4 with lat- 
tice parameters a = 9.1, b = 5.8, c = 9.2 A 
and p = 104.3”, simulation was carried out 
at 280 K and 1 .O GPa. The calculated values 
of molar volume, configurational energy, 
lattice parameters, etc., were in agreement 
with the available experimental values (39). 
The r.d.f.‘s for phase III are shown in Fig. 
6. On increasing the temperature to 380 K, 
the thermodynamic properties were found 
to undergo small changes but, however, no 
significant changes were observed in the 
structure, the structure remaining ordered 
at this temperature (Fig. 7). Considerable 
changes in molar volume and intermolecu- 
lar energy were observed on increasing the 
temperature to 430 K. The r.d.f.‘s showed 
broad peaks similar to those of the liquid, 
suggesting increased molecular motion. 
The snapshot picture of the molecular ar- 
rangement in Fig. 7 shows that the crystal is 
orientationally disordered. This was con- 

Id lb) 

FIG. 7. A snapshot picture of the molecular arrange- 
ment viewed down the b-axis (a) at 380 K and (b) at 
430 K in carbon tetrachloride. (From Yashonath and 
Rao (19).) 
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firmed by the drastic change in the mini- 
mum of the angle between the four C, axes 
of the molecule and the crystallographic 
[ 1011 direction (see inset of Fig. 6). Calcula- 
tions at an intermediate temperature of 405 
K suggest that the transition temperature 
may be between 400 and 410 K, which com- 
pares well with the experimental value of 
410 K (37). 

Adamantane. Adamantane is a globular 
molecule in which the six methylene groups 
form an octahedron and the four methine 
groups projecting out form a tetrahedron. 
Adamantane exists as an ordered body-cen- 
tered tetragonal solid at low temperatures 
(space group P42,c; a = 6.6, b = 8.8 A) 
(40-42). At 208.6 K, the solid undergoes a 
structural transition from the tetragonal to ,a 
cubic phase (43). Early X-ray studies of 
this phase by Nowacki (40) and Giocomello 
and Illuminati (44) suggested an ordered 
structure (space group F43m), but later 
work of Nordman and Schmitkons (41) 
showed the molecules to be orientationally 
disordered in the cubic phase (Fm3m). The 
nature of the high-temperature phase has, 
however, remained controversial (45-47). 

We have carried out a MC simulation of 
adamantane in the isothermal isobaric en- 
semble permitting variation of the shape of 
the simulation cell (48). In these calcula- 
tions, we have employed potential func- 
tions described by Jorgensen (33) in which 
there is a single interaction site for groups 
such as CH or CH2. The potential parame- 
ters are, for CHz--CH2; E = 0.478 kJ 
mole-‘, u = 3.983 A; for CH2-CH: E = 
0.312 kJ mole-‘, (T = 4.118 A; and for CH- 
CH: E = 0.203 kJ mole-i, cr = 4.252 A. 
Calculations were carried out at 110, 213, 
and 298 K and atmospheric pressure. The 
calculated molar volume and the configura- 
tional energy are in good agreement with 
those from experiment (41). The molecules 
are completely ordered at 110 K and per- 
form small librations. The CH2-CH2, CH- 
CH2, and CH-CH r.d.f.‘s (Fig. 8) show 

R.A 

FIG. 8. Radial distribution functions for adamantane 
between (a) CH2-CH2, (b) CH,-CH, and (c) CHz-CHZ 
groups at 110, 213, and 298 K and 1 atmosphere pres- 
sure. (From Yashonath and Rao (48).) 

well-defined peaks at this temperature. At 
213 K, the peaks become somewhat broad, 
but the arrangement at this temperature is 
still ordered. On increasing the temperature 
to 298 K, the r.d.f.‘s show broad peaks un- 
like those of the ordered solid (Fig. 8). The 
molecules were found to perform large ro- 
tational jumps around the Cd axis (Fig. 9). 
The calculated unit cell parameters are 
9.31, 9.31, 9.25 A with the angles close to 
90”. These compare well with the experi- 
mental cubic cell parameter of 9.44 A (41). 
The elongation of the c-axis on going from 
213 to 298 K is also known experimentally. 
The calculated configurational energy 
(-58.0 kJ/mole) is in agreement with the 
heat of sublimation (-58.5 kJ/mole) (49). 
This study supports the view that the room- 
temperature phase of adamantane is orien- 
tationally disordered. 

Biphenyl. In biphenyl, the angle between 
the normal to the two phenyl rings, 0, 
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FIG. 9. A view of the instantaneous arrangement in 
adamantane looking down the c-axis: (a) tetragonal 
ordered phase at 110 K and (b) orientationally disor- 
dered cubic phase at 298 K. (From Yashonath and Rao 
W).) 

which is 42” in the vapor phase, decreases 
to about 32” in the melt (50). Upon cooling, 
the melt crystallizes in the space group 
P21/a, where the two phenyl rings are es- 
sentially planar. Further cooling results in a 
phase with the two rings deviating from this 
planar arrangement. Raman spectroscopic 
and other studies indicate that this solid- 
solid phase transformation is a second-or- 
der transition occurring over a range of 
temperatures (75 to 40 K) (50,52). The con- 
formations in the vapor and the liquid 
phases result from a balance between reso- 
nance stabilization and ortho-ortho hydro- 
gen repulsion. In the solid, intermolecular 
interactions also play a very significant role 
and hence packing considerations lead to a 

planar conformation in the high-tempera- 
ture solid phase (53). We have carried out 
some preliminary MC investigations on this 
interesting solid by employing a 6-exp 
atom-atom potential derived by Misskaya 
et al. (54) and used by Ramdas and Thomas 
(55) in their study of the structure of p- 
terphenyl. The same potential was used to 
calculate the intermolecular interactions as 
well as the intramolecular interactions aris- 
ing out of ortho-ortho hydrogen repul- 
sions. The potential parameters were 

Act = 1761.9 kJ A6 mole-‘; 
B cc = 299,646 kJ mole-‘; 

Ccc = 3.68 A-‘; 

ACH = 493.8 kJ A6 mole-‘; 
BCH = 77,841 kJ mole-l; 

CCH = 3.94 A-‘; 

AH~ = 121.4 kJ A6 moleel; 
BHH = 2OJO6.5 kJ mole-l; 

CHH = 4.29 A-‘. 

The initial arrangement was the experi- 
mental structure of the high-temperature 
phase with a = 7.82, b = 5.58, c = 9.44 A 
and /3 = 94.6” (51). The calculated intermo- 
lecular energy at 110 K was -68.2 kJ 
mole-’ compared to the sublimation energy 
of -8 1.6 kJ mole-‘. The average angle be- 
tween the two phenyl rings was 20” as 
against the experimentally observed planar 
conformation (51). The discrepancy in the 
observed angle could be due to the large 
repulsion in the region of 1.8-2.2 A in the 
hydrogen-hydrogen interaction potential 
functions. Potential functions were derived 
by considering the lattice energy of aro- 
matic hydrocarbons such as benzene, naph- 
thalene, etc., where only intermolecular 
distances larger than 2.2 A are present (54). 
It is, therefore, not surprising that the po- 
tential may not represent the interactions 
correctly at lower distances even though it 
may show excellent agreement at larger dis- 
tances. A recent calculation on n-butane 
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has shown that the conformational angle is 
much more sensitive to the potential than 
other properties (56). On cooling the solid 
to 40 K, we found that f3 increased to 25.3” 
with significant decrease in libration around 
the long molecular axis. This trend is in 
agreement with experiment (57). We plan 
to carry out further calculations using a dif- 
ferent potential model where the intermo- 
lecular interactions and intramolecular 
interactions are modelled by different 
potential functions. These calculations are 
expected to answer several questions, es- 
pecially those concerning the distribution 
of the interplanar angle, the structure of the 
low-temperature solid, and the nature of 
the motion in the high-temperature phase. 

4. Glasses 

Computer simulation has contributed sig- 
nificantly to the understanding of equilib- 
rium and dynamic properties of super- 
cooled liquids and glasses. Hard-sphere, 
Lennard-Jones, and ionic glasses have been 
studied (5%.61), providing some insights 
into structural and other aspects (62, 63). 
For example, it has been found that the 
split second peak, a characteristic feature 
of the r.d.f.‘s of metallic glasses, is ob- 
served in computer-simulated Lennard- 
Jones glasses (62). The MD method was 
limited to the microcanonical ensemble in 
these studies until the constant-tempera- 
ture and constant-pressure MD was intro- 
duced by Andersen. The constant-volume 
and energy conditions used in the earlier 
studies did not permit direct comparison 
with the laboratory glasses, where the con- 
ditions of preparation of glasses are very 
different (64, 65). Also, some of the typical 
characteristics of laboratory glasses were 
absent in computer-simulated glasses (64). 
The smeared nature of the transition at tem- 
peratures which are higher than the experi- 
mental transition temperature prompted 
Angel1 and co-workers (64, 65) to suggest 

that the transition observed in computer 
simulation studies bears little resemblance 
to laboratory glasses. More recent results 
obtained under isothermal- isobaric condi- 
tions by MC and MD methods indicate that 
there is, in fact, a close parallel between the 
laboratory and the computer-simulated 
glasses. The quenching rates employed in 
computer simulation are, however, orders 
of magnitude higher than those employed in 
the laboratory and, as a consequence, com- 
puter-simulated glasses differ in certain as- 
pects from those obtained in the laboratory. 
Frenkel and McTague (66) have reviewed 
the earlier studies in this area. We shall 
limit the present discussion to certain sig- 
nificant findings based on some of the re- 
cent studies on monatomic, molecular, and 
orientational glasses. 

Lennard-Jones glass. Extensive calcula- 
tions on a monatomic Lennard-Jones argon- 
like system have been carried out by Fox 
and Andersen (67) under conditions of con- 
stant temperature and constant pressure 
with a variety of cooling rates. These work- 
ers have reported density, enthalpy, and 
self-diffusion coefficient at different pres- 
sures and temperatures. The glass transi- 
tion temperature obtained from the den- 
sity-temperature plot is essentially iden- 
tical to that obtained from the enthalpy- 
temperature plots. The glass transition tem- 
perature is higher at higher pressures. Also 
the slower the rate of cooling, the higher 
was the density of the glass, indicating the 
existence of slow relaxation processes in- 
volving volume changes (see Fig. 10). The 
apparent self-diffusion coefficient could be 
fitted equally well to both Arrhenius and 
Doolittle equations. Interestingly, the pres- 
sure dependence of the structural relaxa- 
tion was different from that of self-diffu- 
sion. Hysteresis in the transition was 
evident from a comparison of the heating 
and the cooling runs. 

The above results indicate that even 
though the quenching rates employed in 
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FIG. 10. The densities obtained at different cooling 
rates at T = 0 and p = 1 for the Lennard-Jones glass. 
The cooling rate is the value of the stochastic collision 
frequency per particle, V. The number of runs em- 
ployed to obtain the reported average is shown inside 
each point. (From Fox and Andersen (67).) 

computer simulation are very high, the gen- 
eral features of simulated glasses are quite 
similar to those of laboratory glasses. The 
demonstration of the history dependence of 
the properties and also the presence of hys- 
teresis near the transition are significant. 
The radial distribution functions for glasses 
obtained by employing two different cool- 
ing rates shown in Fig. 11 are indeed simi- 
lar; the r.d.f.‘s are somewhat insensitive to 
the structural changes taking place in the 
glass. Our calculations on methane (68) in 
which only orientational degrees of free- 
dom were permitted, however, show dis- 
tinct changes in the r.d.f.‘s of the glass be- 
fore and after annealing (see Fig. 12). This 
is the only study that we are aware of that 
shows changes in r.d.f.‘s even though it is 
for an orientationally disordered glass and 
not for a positionally disordered glass. This 
is probably because barriers for going from 
one state to another state are much smaller 
in the case of orientational glass. The his- 
tory dependence of the properties of the 
glass has also been observed in a study on 

isopentane glass (69); the intermolecular 
energy of the glass is lowered by a small 
amount on annealing near the glass transi- 
tion. 

Isopentane glass. A recent MC simula- 
tion of isopentane glass (70) using realistic 
potentials has yielded some insight into 
glass structure and the nature of rearrange- 
ment occurring during the glass transition. 
Isothermal isobaric ensemble calculations 
have been performed on glasses obtained 
by instantaneous quenching of the liquid. 
There are four distinct groups in isopen- 
tane: CH, CH2, the methyl group attached 
to CH, CHCHZ, and the methyl group at- 
tached to CH2, CH&Hf . These give rise to 
ten r.d.f.‘s. Four of these r.d.f.‘s, between 
the somewhat inaccessible CH and other 
groups (referred to as the i-type r.d.f.‘s), 
are similar in nature. They have a single 
peak within the 9-A region at a somewhat 
larger distance of 5.3 to 6.2 A. The remain- 
ing six r.d.f.‘s (the p-type r.d.f.‘s) in the 
liquid between the peripheral groups CH2, 
CH$HT, and CHCH: show a shoulder 
around 4 A and a main peak around 6 A. A 
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FIG. 11. Radial distribution functions for systems 
obtained by continuous cooling at p = 1. The stochas- 
tic collision frequencies were 3.2 for the + and 0.04 for 
the 0 points. (From Fox and Andersen (67)) 
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FIG. 12. Pair distribution functions g&r) and g&r) for the plastic and annealed (A) and quenched 
phases (Q) of methane. Only the orientational degrees of freedom were considered in the calculation. 
Note the distinct change in the r.d.f.‘s in gnu(r) and to a smaller extent of g&Y) on annealing. (From 
Yashonath and Rao (68).) 

few typical r.d.f.‘s are shown in Fig. 13. On show more features. However, there are 
cooling below the glass transition tempera- several interesting differences between the 
ture, peaks generally become sharper and i-type and the p-type r.d.f.‘s. While the 
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FIG. 13. Typical r.d.f.‘s (i-type) between the inaccessible CH and other groups (a) for liquid isopen- 
tane at 301 K and (b) for the glass at 30 K. Typical r.d.f.‘s (p-type) between the peripheral groups (c) 
for the liquid at 301 K and (d) for the glass at 30 K. (From Yashonath and Rao (70).) 
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FIG. 14. Histograms for the distribution of the number of pairs of neighbors, in arbitrary units, for 
different values of mtot for (a) isopentane liquid at 301 K and (b) glass at 30 K, with and without 
annealing. (From Yashonath and Rao (71).) 

peak positions of the i-type r.d.f.‘s are 
shifted towards lower distances, those of 
p-type r.d.f.‘s do not show such shifts. This 
is surprising as one would have expected a 
more or less uniform shift of peaks in all the 
r.d.f.‘s towards lower distances on vitrifica- 
tion. Furthermore, on glass formation, the 
shoulder in the p-type r.d.f.‘s of the liquid 
around 4.2 A gains significantly in intensity 
as compared to the main peak. These ob- 
servations suggest the existence of a some- 
what complex rearrangement of the neigh- 
bors. This rearrangement seems to involve 
the shift of the center of mass of the neigh- 
bors towards each other. In addition, the 
disproportionate increase in the first peak 
intensity on vitrification and the absence of 
shift towards lower distances for the p-type 
r.d.f.‘s suggests the presence of a molecu- 
lar reorientational mechanism. 

The number of pairs of neighbors speci- 
fied in arbitrary units is plotted against mtot , 
where mtot is the sum of the number of 
groups in the region of the first peak (for the 
six p-type r.d.f.‘s), in Fig. 14 for the liquid 
at 301 K and the glass at 30 K; the effect of 
annealing the glass is also shown in the fig- 
ure. The shift of the histogram towards 

higher values of mtot indicates the overall 
increase in the number of neighbors in the 
region of the first peak. We have been able 
to estimate the reorientational contribution 
Ef to the increase in energy from the 
r.d.f.‘s and find the reorientational contri- 
bution to the increase in the intermolecular 
energy on vitrification (71) to be nearly 
50%. In obtaining an estimate of Ef we have 
neglected the reorientational contribution 
from the i-type r.d.f.‘s and made the as- 
sumption that the p-type r.d.f.‘s of the hy- 
pothetical glass are similar to those of the 
liquid but for the increased intensity due to 
the higher density. In other words, 

ghk) = &%&t, (15) 

where the g&) and gl(v) are the r.d.f.‘s of 
the hypothetical glass and the liquid respec- 
tively and n:’ and n\ are the total number of 
neighbors within a distance of 9 w  for the 
glass and the liquid. 

The total intermolecular energy, ZZi,,,, , 
and the total reorientational contribution, 
E,, are plotted against temperature in Fig. 
15 for isopentane cooled from 301 K to 220, 
120, 50, 40, and 30 K. The change in slope 
observed around 80 K is considerably more 
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FIG. 15. Variation of the total intermolecular en- 
ergy, Ei,,,, , and the contribution from reorientation, 
E,, for isopentane at different temperatures obtained 
by instantaneous cooling from 301 K. (From 
Yashonath and Rao (70, 71).) 

marked in the case of E, as compared to 
Einter . It appears, therefore, that the re- 
orientational mechanism contributes signifi- 
cantly to the changes in properties near the 
glass transition. We have also found that 
significant structural rearrangements in- 
volving orientational degrees of freedom 
occur on annealing the glass. Stereoplots of 
the molecular arrangement in the liquid and 
the glass are shown in Fig. 16. The pres- 
ence of considerable free volume even in 
the glass is evident from this figure. 

Investigations into the properties of 
glassy water and methanol are presently in 
progress in our laboratory. Whether amor- 
phous solid water exhibits a glass transition 
is an aspect of considerable interest (72). 
Preliminary studies (73) indicate that liquid 
water quenched to low temperatures does 
indeed show a glass transition, with the na- 
ture of species, intermolecular energy, heat 
capacity, etc., showing the expected 
changes at the transition temperature (Fig. 
17). 

5. Concluding Remarks 

The generalized MD and MC methods 
can be used for studying different classes of 

(b) 

211 

FIG. 16. Stereoplots showing the structure (a) in the 
liquid at 301 K and (b) in the glass at 30 K for isopen- 
tane. Note that the molecules at the surface interact 
with those at the opposite surface. (From Yashonath 
and Rao (70).) 

materials and phenomena. The method in- 
troduced by Parrinello and Rahman (5) per- 
mits one to derive interparticle potentials 
taking into account more than one phase of 
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FIG. 17. Temperature variation of internal energy. Ei 
(kJ mole-‘), coordination number (CN), and g&g,,, 
ratios of water showing the occurrence of the glass 
transition in the 200-240 K range. Volume also shows 
a similar change, but a slightly lower temperature. In 
the inset, variation of the configurational heat capac- 
ity, C, (J deg-’ mole-‘), with temperature is shown. 
(From Chandrasekhar and Rao (73)) 
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the solid. These potentials are expected to 
be more accurate and to describe the solid 
over a wider range of temperatures and 
pressures. The new MD and MC methods 
provide a very useful means of studying a 
variety of solids. Study of different phases 
of elemental solids by these methods would 
be interesting. Such studies would, how- 
ever, be limited by the availability of pair 
potentials. Recently, there has been an at- 
tempt to derive pair potentials for metals 
like sodium, magnesium, and aluminum 
(74). Phase transitions in molecular crystals 
such as benzene and p-dichlorobenzene 
should provide insight into the microscopic 
behavior in these solids and be useful in 
interpreting the large amount of experimen- 
tal data available in the literature. The 
mechanism of transitions and the depen- 
dence of transition temperature and other 
properties on the intermolecular potential 
can be fruitfully investigated. In our opin- 
ion, systematic studies of orientationally 
disordered solids (see Refs. (75-77) for the 
very recent papers) as well as matrix iso- 
lated molecular systems such as CH4 in Ar 
matrix should be worthwhile. The liquid 
crystalline state can be effectively investi- 
gated by MC and MD methods. Yet another 
interesting area would be to investigate the 
effect of defects on the phase transitions 
and other properties of solids. The above 
simulation methods could be very profit- 
ably employed in the area of “crystal engi- 
neering” and organic solid-state reactions 
as well as in the study of the liquid crystal- 
line state. If the interaction potentials are 
known accurately, they could also be used 
in deriving the crystal structures of simple 
solids at finite temperatures. 
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